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H. A. Baxxenon. On spectrally universal classes of structures

For a countable algebraic structure S, the degree spectrum of S is the set of Turing degrees
of all isomorphic copies of S. A class of structures K is spectrally universal if for every countable
structure S, there exists a structure M from K such that the degree spectra of M and S are the
same. The talk discusses recent results on spectral universality for some familiar algebraic classes:
modal algebras, contact Boolean algebras, Heyting algebras with distinguished atoms and coatoms.

The work is supported by the Mathematical Center in Akademgorodok under the agreement
No. 075-15-2022-281 with the Ministry of Science and Higher Education of the Russian Federation.

.. Barsipuina. CyerHas crporasi odopaTHas MaTeMaTHKa

Crporas obparHas MareMaTHKa — 3T0 Tpeaaokennas X. PpuaMaHoM nNporpaMMa HCC/IeI0Ba-
HUH, TEIbI0 KOTOPOi SIBIsIeTCA M3yYeHue JIOTUIeCKONH CHJIbI MaTeMaTHIeCKUX TeOPeM C MOMOIIbIO
CTPOro MaTeMaTHYeCKUX aKCHOM U 0e3 HCIO0Jb30BaHUs KOAupoBaHus. B KadecTBe 0a30BOi Teopuu
JIIs1 cIeTHOH cTporoit obpaTtHoit MaremMaTuku PpuaMaHoM ObLIa MIPeIIOKeHa dJIeMeHTapHAs Teo-
pusa dyuknunit ETF. B noknane npeamnosaraercs obcyauth noacucrembl ETEF 1 ux sKkBuBaJIeHTHBIE
akcuoMmaTusanuu. Kparkass aHHOTaIMS JI0KJIaJIA.

B. ®.JI. Baysenc. Fast dynamic matching in bipartite lossless expanders

We consider bipartite graphs, and refer to the 2 parts as left and right nodes. Hall’s theorem
states that if every set S of left nodes has at least #S neighbors, then the graph has a matching
that saturates all the left nodes. We say that a graph has e-expansion up to K elements, then
if every left set S of size at most K has at least e#S neighbors. Thus Hall’s theorem implies
that if a graph has l-expansion up to K, then every left set of size K has a saturating matching.
We consider a dynamic variant of this problem and present a strategy that can be solved in time
O(D polylog N) in graphs with N left nodes and left degree at most D. However, the algorithm
only works in graphs with (2D/3)-expansion. Such graphs can be computed using with known
constructions.

Application 1: 1-bit probes. Such probes are datastructures to store a set S and in which a
membership query is answered probabilistically by reading only a single bit from the memory. Our
construction reduces the size of the smallest such probes. Moreover, our probes are dynamic: one
can add and remove elements in S.

Application 2: connector graphs. Such graphs model the connection problem on old telephone
networks in which input and output nodes need to be connected using node disjoint paths. Our
algorithm gives an almost double exponential speed up of the path finding algorithm in constant
depth connectors, and this solves an open question by Feldman, Friedman and Pippenger from
1988.



M. B. Boakos. Synchronizing quantum automata

In the literature, there exists many definitions of quantum automata (QA). Their common
feature is that the role of a state set is played by a finite-dimensional Hilbert space H while the
role of a finite input alphabet is played by a bunch ¥ of linear transformations of H. QA are mostly
studied from the viewpoint of language recognition.

In the talk, T treat QA as protocols rather than recognizers and suggest the notion of
synchronizing QA. The model of QA T consider is similar to the well-known measure-once model
by Moore and Crutchfield with the only difference that the measurement is partial and the
computation continues after the measurement. Such an automaton is said to be synchronizing
if there is a word w over X such that the result of the consecutive application of transformations
forming w does not depend on the outcome of the measurement step.

I will present a few examples and discuss open questions.

C. C.Tonuapos. Jloruueckuii moaxon kK mpobaemam ynpaBienuda u VIV B pamkax ce-
MaHTHUYIE€CKOT0 MOJIEJINPOBAHUS

B mokname Oyayr w3/oKeHbl uiaenm u  pe3yabrarkl  npesioxenHoro [O. JI. Epmmossiv,
C. C.Tonuaposeim u . . CBUpHIEHKO JTIOTHYECKOTO MOX01a B PAMKAX CEMAHTHIECKOTO MOJIE -
POBaHUS JIIsl TOCTPOCHHUS MaTEMATHIECKUX METO/IOB JoBepuTebuoro M u mocTpoenus ynpasiie-
HUS CJOXKHBIME O0BEKTAMU HA OCHOBE TEOPETUKO-MOJIEIbHBIX KOHCTPYKIIUN TOCTPOCHUST HACTIE/I-
CTBEHHO KOHEYHDLIX CIIUCOYHBIX PACHIMPEHUH aOCTPAKTHBIX MOJE/edl U JIOTMYeCKOrO $3bIKa JIJIs
OTIpEe/Ie/IeHUs] BBIMUCJIUMOCTH HAJT aOCTPAKTHBIME MOe/IsiMu. VICXomHbIe uaen Ay JaHHOTO TOJI-
X0/ 0A3MPYIOTCA KAK HA TEOPUM BBITUCJUMOCTHA W TEOPUH MOJeseil, TaK W HA PA3BUTHH Wjeil
TEOPUH JOMYCTUMBIX MHOZKECTB. VcciieloBaHus MOCBSANIEHBI AJTOPUTMHYECCKUM CBOHCTBAM sI3bI-
Ka U ero CeMAHTHKHU, BKJIIOYAs MPOOIEMBI MOJUHOMUAJIHLHOCTH CTPOSIIAXCS AJITOPUTMOB KaK HAJT
SI3BIKOBBIMH KOHCTPYKITUSIME, TaK W HAJ MOJIEISIMH, & TaK:Ke TeOPEeTUKO-MOIEIbHBIM CBOHCTBAM 1
CBS3SIM Pa3JIMIHBIX KOHCTPYKIUi. BaxKHBIM 971eMEHTOM JAHHBIX HCCICIOBAHUN SIBJISIIOTCS U Me-
TOBI PEATH3ANUN B TPAKTHUECKUX PEATU3ANNAX U BOSHUKAMIINX TPU 3TOM HOBBIX MpOOIEMaxX u
3a/1a4ax.

C. M. dynakos. On properties of subsets algebras

Any operation over any domain can be generalized on arbitrary subsets of the domain. So for
any universe we can consider algebras of subsets with the same operations. It can be algebra of
all subsets or some subsets, for example, finite subsets. We investigate subsets algebras for various
original universes. We have established results on elementary equivalence, algorithmic decidability,
definability, and other properties.

We pay special attention to semigroups. The free semigroup is the algebra of all words
with concatenation. So the subsets algebras is the corresponding algebras of languages. Another
examples are subsets of natural numbers or unity-coefficient polynomials over any idempotent
semiring with unity.

Another universes we consider are unars with an injective function. Then the subsets algebras
are of the same kind. We have established structure of its theory.



A. A.3anpgraes. Interpretations of Biichi arithmetics in themselves

Biichi arithmetics BA,,, n > 2, are extensions of Presburger arithmetic with an unary functional
symbol V,,(z) denoting the largest power of n that divides x. These theories were introduced by
J.Biichi in order to describe the recognizability of sets of natural numbers by finite automata
through definability in some arithmetical language. As shown by V. Bruyere, the definability of a
set of natural numbers in BA,, is equivalent to its recognizability by a finite automaton receiving
m-tuples of natural numbers in the form of m-tuples of their last, then penultimate, etc. digits of
their n-ary expansion.

A. Visser has asked the following question: given an weak arithmetical theory T without ability
to encode syntax but with full induction, does it hold that each interpretation (one-dimensional or
multi-dimensional) of T" into itself is isomorphic to the trivial one, and, if it is, is the isomorphism
always expressible by a formula of 77 This question was previously answered positively for
Presburger arithmetic PrA in the author’s joint work with F. Pakhomov.

We show that each interpretation of BA,, itself in its own standard model N and show that
each such interpretation is isomorphic to the trivial one. Furthermore, we obtain this result already
for the interpretations of Presburger Arithmetic in BA,,. The proof is based on the contradiction
between a condition on automatic torsion-free abelian groups given by Braun and Striingmann
and the description of the order types of non-standard models of Biichi arithmetics. This gives a
partial positive answer to the question of Visser.

M. B. 3y6koB. Well-orders realized by CE equivalence relations

A structure A is realized by an equivalence relation F if there exists a structure B such that B/E
is isomorphic to A. We will describe sets of ordinals that can be realized by one fixed computably
enumerable equivalence relation, provided that this equivalence relation can realize an ordinal less

than w®.
(Joint work with N. A. Bazhenov.)

B.I.Kanoseii. O cymiecTBEHHOCTH MapaMeTpPOB B CXeMe aKCHMOM CBepPTKHU B apudme-
THUKE BTOPOTO MOPLAIKA

[TocTpoena mojeb apudMeTHKA BTOPOTo MOPsIIKa, B KOTOPOW aKCHOMa CBEPTKHU BepHa B Oec-
napaMeTpuIecKoOM BapUaHTe HO He BepHa B MOJHOM BapUaHTe ¢ ITapaMeTpaMu.

K. A. KoBaneB. Analogues of Shepherdson’s Theorem for the arithmetical language
with exponentiation

We investigate the following expansions of IOpen (Robinson arithmetic QQ with quantifier-free
induction):

e IOpen(exp): Q with axioms exp(0) = 1 and exp(Sz) = exp(z) + exp(x) and quantifier-free
induction in the expanded language;

e IOpen(2¥): Q with axioms 2° = 1 and 2(Sy) = (2¥) - x and quantifier-free induction in the
expanded language.

In 1964 Shepherdson proved the following theorem characterizing models of [Open: For every
discretely ordered ring M, the nonnegative part M is a model of IOpen iff M is an integer part



of the real closure R(M) of the fraction field of M (i.e. for every r € R(M) exists m € M such
that m <r <m+1).

Our purpose is to generalize this theorem to the expanded theories [Open(exp) and IOpen(zY).
We obtain some partial results for these theories and a full analogue of the Shepherdson’s theorem
for the theory IOpen + T,y, where the latter is some finite set of the natural properties of
exponentiation.

M. B. KopoBuna. Automated reasoning with continuous data

In this talk we report on ongoing research on solving non-linear constraints over the reals
occurring in a wide range of applications, starting with program verification, ranging over
verification of real-world designs all the way to automation of formally verified proofs of
mathematical statements.

In our framework methods from Computable Analysis and Automated Reasoning are combined
to meet efficiency and expressiveness. This approach is applicable to a large number of constraints
involving computable non-linear functions, piecewise polynomial splines, transcendental functions
and solutions of polynomial differential equations.

We give an introduction to the ksmt calculus for checking satisfiability of non-linear constraints
in a CDCL style way inspired by advances in SAT solving. Along proof search ksmt resolves two
types of conflicts: linear and non-linear. Linear conflicts are delegated to a decision procedure for
linear real arithmetic and non-linear conflicts are resolved by local linearisations separating the
solution set and the current conflict. We show that the ksmt calculus is a d-complete decision
procedure for bounded problems.

. A. Muxaiinuu. ITloarnaHomuasabubie OPMYJINPOBKHN KAaK Oapbep AJd JA0KA3aTeJIbCTB
CJIOXKHOCTH

Teopusi cI0KHOCTH TBITAETCS OTBETHTH HA BOMPOCHI O MHUHUMAJBHOM KOJWIECTBE DPECYDPCOB
HEOOXOJUMBIX Ha PelleHne aaropuTMUYIecKoil 3a1a4un. B kiaccuueckoM BapuaHTe OTBET Ha TaKO
BOIIPOC TPEJCTAB/IACTCS B BHUJIE OTHECEHHE 33/1a9M K KAKOMY-TO CJIO2KHOCTHOMY KJIACCY, HAIIPH-
Mep K Kjaccy P — 3amagam permaeMbiM 33 MOJMHOMHAIBHOE Bpemsi. [Ipu 5ToM permraerca 3aj1ada
3a n? wim 3a n'% yike HepaxkHO. B mocienmme roapl aKTHBHO Pa3sBUBACTCA IPYTOIl IMOAXOM H3-
BECTHBIN KaK T€OPUsI BHICOKOTOUHBIX OIEHOK, TJIe CJIOXKHOCTH PellleHre 3319 MbITAI0TCA H3MEePHTD
HA000POT MakcUMaJbHO TOYHO. [loCcKOIBKY y Hac moka HeT TpUMepoB 0€3YCIOBHBIX OIEHOK Ha
CJIOZKHOCTD 3a/Jda4, 9Ta Teopud olepepyerT HU2KHUMU OLHCHKaMH B IIPEAIIOJJIOZKEHNN Pa3JIMYHbIX I'H-
II0TE3. B 9TOM JOKJIaJe MBI HIOI'OBOPUM O TOM KaK TaKHE€ OIIEHKH JOKa3bIBAOTCA B IIPEAITIOJIOZKEHNN
Strong exponential time hypothesis n mowemy st KaKuxX-TO 33729 TaKWe HUMKHUE OIEHKH OYIyT
UMeTh HeBEPOSITHO CHJIbHBIE MOCTEICTBUS I APYTUX o0JacTeit Teopuu caoxkuocTH. [lokmam Oy-
JIET COCTOATH M3 0030PHON YacTH M KPATKOIO Pa3roBopa o Halmeil mocsaeqaneil cratbe “Polynomial
formulations as a barrier for reduction-based hardness proofs”.

A. A.Ononpuenko. On topological models of intuitionistic epistemic logic

The intuitionistic logic H4 with the modality of knowledge is in some way dual to the classical
modal logic S4. I will talk about two types of topological models of the logic H4: models with a
dense distinguished subset, as well as bitopological models.



B. H. OpexoBckuii. O gorudeckmx m TOMOJOTHYECKUX KJAaCCUPUKANNAX PEryIapHBIX
oMera-sa3bIKOB

B pabore paccmarpuBaloTcs JiBa IOAX0JA K KJACCH(DHUKAIUU W-I3bIKOB: JIOTHYECKUN U TO-
nojtorudeckuit. Ilpu mepBoM mOIX0Je wW-CJIOBa PACCMATPHUBAIOTCI KaK CTPYKTYPBI CHUTHATYPHI
o ={<,Qq,...} wim 7 = o U {p, s}. lHoayuum uepapxuu X7 u X7, HHAYIUPYEMbIE HEPAPXUSIME
IPeJIOYKEHI CHTHATYP ¢ U T [0 YNUC/Iy epeMeH KBAHTOPOB B IIPeIBAPEHHON HOPMATLHOI (hopMe.
[Tpu BTOpPOM TOIXOIE HA MHOXKECTBE A“ BBOJAUTCS KAHTOPOBCKAsT TOMOJIOTHS M PACCMATPUBAETCS
bopesieBcKad uepapxus 0. Taxze paccMaTpupaioTcs TonkHe nepapxuu (Selivanov 1998) S, u
3. Tlocnennsst HA MHOXKECTBE PEryJIsSPHBIX w-sA3bIKOB COBNAaIaeT ¢ uepapxueil Barwepa (Wagner

— o _ 0
1979). Ussecrno, uro |J, 0 Sa = BO(XF) u U,y Xa = BCO(X3).

OCHOBHBIM pPE3Y/IBTATOM JAHHON PADOTHI SBJSIETCS TIOTHOE OMUCAHNE COOTBETCTBUS MEXKIY JIO-

TUYECKUME W TOTIOJIOTHIECKUME KIACCUDUKAIUSIME.

T. T. ITmenunpsia. Commutative Lambek grammars are not context-free

In 1993, Mati Pentus proved that Lambek grammars are equivalent to context-free grammars
in the sense that they generate the same set of languages (disregarding the empty word). We prove
that a similar result does not hold for grammars over the Lambek calculus with permutation (LP),
which can also be called commutative Lambek grammars. More precisely, we show that there
is a language that can be generated by a commutative Lambek grammar such that it is not a
permutation closure of a context-free language. To prove this, we present a formalism equivalent
to commutative Lambek grammars, which we call linearly-restricted branching vector addition
systems with states; it is simpler to establish the desired result for them.

B. B. PribakoB. Temporal multi-agent logics, problems satisfiability, decidability and
admissibility

In our research we investigate temporal multi-agent logics with various possible non-transitive
temporal accessibility relations. Main idea of this choice consists in attempts more precisely model
and describe behavior, reasoning and computation agents (distinct acting computational threads)
when they cooperate and acts mutually. In particular, we consider non-transitive logics, where
elements of interval logics are applied. In this case the time accessibility relations are non-transitive
and chopped into intervals of bounded time. In definition of models, we consider logics with only
one objective valuation of propositional states and logics with multi-valuations — the case when
the agents have separated own valuations’ relations for propositions.

Looking at the case when the time accessibility relations may be affected by events and alter
during computation we study logics which have dynamic accessibility relations — the case when any
state (world) generates (and hence have) its own accessibility relation. Mathematical problems we
are dealing with are problems of satisfiability, decidability and admissibility. Found computational
algorithms to be reported.

Supported by the Krasnoyarsk Mathematical Center and financed by the Ministry of Science
and Higher Education of the Russian Federation (Grant No. 075-02-2020-1534/1) and by Research
Program at the National Research University Higher School of Economics (HSE University)
Moscow.



M. H. Peibakos. Undecidability of modal and superintuitionistic logics of a single
unary predicate in languages with two variables

We consider the issues concerning algorithmic complexity of non-classical predicate logics
in restricted languages. In 1962, S. Kripke suggested how to simulate a binary predicate letter
of a classical first-order formula with a modal first-order formula containing two unary letters.
Building on Kripke’s idea, we simulate a binary precidate letter with a single unary letter in modal
formulas and with two unary letters in superintuitionistic formulas. This immediately gives us the
undecidability of numerous modal logics in languages with one unary letter, and superintuitionistic
logics with two unary letters, and three variables, since the classical logic of a binary predicate
is undecidable with three variables. In addition, we show how to simulate any number of unary
letters with a single unary letter (both in modal and intuitionistic languages). Due to the well-
known results on the undecidability of many non-classical logics in languages with two variables
(D. Gabbay, V. Shehtman (1993), R. Konchakov, A. Kurucz, M. Zakharyaschev (2005)), we obtain
the undecidability of many modal and superintuitionistic predicate logics in languages with a single
unary predicate letter and two variables. The proposed encoding enables us to obtain the non-
enumerability and even non-arithmeticity of the corresponding fragments of a number of logics of
Kripke frames. Our results extend to polymodal logics, such as predicate counterparts of CTL*,
CTL, LTL, epistemic logics, logics with universal modality, etc.

B. JI. CearuBanoB. Boole vs Wadge: comparing basic tools of descriptive set theory

We systematically compare omega-Boolean classes (obtained from open sets (or other classes)
by applying omega-Boolean operations), the reducibility by continuous functions (known as Wadge
reducibility), and the recent extension of Wadge hierarchy to non-zero-dimensional spaces. E.g.,
we complement the result of W. Wadge that the collection of non-self-dual levels of his hierarchy
coincides with the collection of classes generated by Borel omega-ary Boolean operations from the
open sets in the Baire space. Namely, we characterize the operations, which generate any given
level in this way, in terms of the Wadge hierarchy in the Scott domain. As a corollary we deduce
the non-collapse of the latter hierarchy. Also, the effective version of this topic is discussed.

A. A.CemenoB, C.E.KouemazoB. Using Backdoors to estimate the hardness of
Boolean formulas w.r.t. SAT solving algorithms

The Boolean satisfiability problem (SAT) is a classical combinatorial problem which is
NP-complete in the decision variant and NP-hard in the search variant. Nevertheless, during
the recent 20 years there have been developed a lot of applied algorithms that successfully
tackle SAT for formulas of large dimension (tens of thousands of variables and hundreds of
thousands of clauses). These algorithms called SAT solvers are routinely used in such areas as
symbolic verification, program testing, cryptanalysis, bioinformatics, combinatorics, etc. Despite
the impressive effectiveness of modern SAT solvers, it is often important to know in advance their
approximate runtime on particular formulas. It is a typical situation that a SAT solver has been
working for an hour or a day or a month, and it is not known whether it will finish anytime
soon. The question then is whether it is possible to construct some meaningful upper bounds
on the runtime of a particular SAT solver on a particular SAT instance? In the report we will
present several results in this direction. The presented approach is based on the idea to evaluate
the hardness of a formula via some decomposition or, in a more general case, via a so-called SAT



partitioning of a formula. In order to construct such a partitioning we choose a set called Backdoor
and decompose an original formula into sub-formulas by substituting all possible combinations of
values of backdoor variables to a formula. Then, under certain assumptions we can use the Monte
Carlo method to estimate the runtime of a solver on the original formula via its runtimes on
formulas from a constructed decomposition. On the level of ideas, the proposed estimations are
quite close to the hardness estimations that are constructed based on the knowledge of the so-called
Strong Backdoor Sets. In the report we will show the interconnection between Strong Backdoors
and the proposed notions, and present the results of computational experiments which demonstrate
the practical applicability using backdoors to estimate the hardness of Boolean formulas. We will
also briefly describe the basic algorithms and techniques used in state-of-the-art SAT solvers.

A.JlL. Ceménos, C. ®. ConpynoB. Recent results on definability lattices of numerical
structures

Definability is one of the central concepts of mathematical logic and is one of the important
concepts of all mathematics. At the same time, it is still relatively little studied.

The report will discuss the latest results related to definability lattices (reduct lattices) for
numerical structures, such as, for example, the addition of rational numbers.

It is remarkable that a number of these results were obtained by high-school students at the
May 2022 Program in “Sirius”.

M. X. ®aiizpaxmanoB. Generalized computable numberings and fixed points

The talk considers generalized computable numberings from the point of view of uniform
enumerability of numbered families relative to arbitrary oracles. The results presented are aimed
at classifying oracles such that all (principal) families computable in them have generalized
computable numberings that satisfy the Kleene fixed point theorem with different degrees of
uniformity: complete and precomplete numberings, weakly precomplete numberings, and also
numberings that satisfy the Recursion theorem and the Recursion theorem with parameters.

C. Xermab. Logical analysis of automated inductive theorem proving

Automating the search for proofs by induction is an imporant topic in computer science with
a history that stretches back decades. A variety of different approaches and systems has been
developed. Typically, these systems have been evaluated empirically and thus very little is known
about their theoretical limitations.

In this talk I will show how to use mathematical logic to understand the theoretical power
and limits of methods for automated inductive theorem proving. A central tool are translations of
proof systems that are intended for automated proof search into (very) weak arithmetical theories.
Thus unprovability results can be transferred from theories to methods of automated deduction.

I will describe concrete such analyses of two methods of automated inductive theorem proving
including practically relevant unprovability results: 1. adding explicit induction axioms to a
saturation theorem prover and 2. clause set cycles.

(Joint work with Jannik Vierling.)

M. B. IIIugedcku. Dualities for categories of partially ordered structures

We present recent categorical duality results for certain categories of partially ordered sets
(lattices) and certain categories of topological spaces endowed with some additional structure. Some
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of these results extend classical duality results by M.H. Stone. (Supported by the Mathematical
Center in Akademgorodok, agreement with Ministry of Science and Higher Education of Russia
Ne 075-15-2022-282.)

B. B.ITlextmau. How to axiomatize boxing of a modal predicate logic?

Boxing of a modal predicate logic L is defined as the minimal logic containing all formulas (A,
where A is a theorem of L. For axiomatization of boxing it is usually insufficient just to add O to
axioms of L. The general problem of axiomatization of boxing was put in our talk “Boxing modal
logics” at Logical Perspectives 2021. This problem is solved in the paper “On Kripke completeness
of modal predicate logics around quantifed K5” (forthcoming in APAL).

The recipe is the following: take all possible shifts of the axioms, then take their universal
closures with [J added. An n-shift of a predicate formula A is obtained by increasing arities of all
predicate letters by n and adding fixed n new parameters to all atoms occurring in A. In general
this yields infinitely many axioms, but in many cases (described in the same talk and paper)
1-shifts are sufficient, so boxing preserves finite axiomatizability.

Our conjecture is that boxing of the finitely axiomatizable logic QKAlt, (where Alt; is the
axiom of unique successor) is not finitely axiomatizable. The proof of this conjecture probably
requires a nontrivial model-theoretic technique. In the talk we describe the first step on the way
to the proof: 1-shifts are insufficient in this case.



