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Abstract. Consider the critical Galton-Watson branching system with infinite variance of the offspring
law. We provide an alternative arguments against what Slack [9] did when it seeked for a local expression
in the neighborhood of point 1 of the generating function for invariant measures of the branching system.
So, we obtain the global expression for all s € [0,1) of this generating function. A fundamentally
improved version of the differential analogue of the basic Lemma of the theory of critical branching
systems is established. This assertion plays a key role in the formulation of the local limit theorem with
explicit terms in the asymptotic expansion of local probabilities. We also determine the decay rate of
the remainder term in this expansion.
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1. Background, assumptions and purpose

Let Z, be the population size in the Galton-Watson Branching (GWB) System at time
n € Ny, where Ny = {0} UN and N = {1,2,...}. An evolution of the system will occur by
the following scheme. Each individual lives a unit lifespan and at the end of his life produces
J progeny with probability p;, j € Npy, independently of each other at that py > 0. Newborn
individuals subsequently undergo reproduction obeying the offspring law {p;}. The population
sizes sequence can be represented by the following recurrent random sum of random variables:

Zn+1 = §n1 + §7L2 + -+ gnZn (11)

for any n € N, where &, are independent random variables with the common distribution
P{&. = j} = p; for all k € N. These variables are interpreted as the number of descendants
of the kth individual in the nth generation. The GWB system defined above forms a reducible,
homogeneous-discrete-time Markov chain with a state space consisting of two classes: Sy =
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{0} US, where S C N, therein the state {0} is absorbing, and S is the class of possible essential
communicating states. Its n-step transition probabilities

Pijin) =P{Z =7 | Zr =i} for any ke N

are completely given by the offspring law {p;}. In fact, denoting p,(n) := Py;(n), we observe that
a probability Generating Function (GF) Y. P;;(n)s’ = [fn(s)y for any ¢ € S and s € [0,1),
J€So

where f,(s) = > pj(n)s’. At that the GF f.(s) is the n-fold iteration of the GF f(s) :=

) JESo

2. pis.
J€So

The classification of S depends on the value of the parameter m := ) jp; = f’(1—), the mean

jes

per-capita offspring number. The chain {Z,,} is classified as sub-critical, critical and supercritical
if m <1, m=1and m > 1 respectively. Needless to say that f,(0) = py(n) is a vanishing
probability of the system initiated by one individual, which is monotone and lim,,_, o py(n) = ¢,
where ¢ is called an extinction probability of the system and it is smallest nonnegative root of
the fixed-point equation f(s) = s on the domain of {s : s € [0,1]}. Furthermore f,(s) — ¢ as
n — oo uniformly in s € [0, 1); see [1, Ch.I, §§1-5].

In the paper we focus on the critical case in which ¢ = 1. We assume that the offspring GF
f(s) for s € [0,1) has the following form:

fo =5+ -9 () i

1—s

where 0 < v < 1 and L(x) is slowly varying (SV) function at infinity. By the criticality of the
system, the assumption [f,] implies that 2b := f”(1—) = oo. If 0 < b < oo then v = 1 and
L(t) = bast— co.

Further, putting into practice the function

Aly) = A=y ==y _ p <1>
y

Y

for y € (0,1], we rewrite and will use the condition [f,] in the following form:

f(s) —s=(1=s)A(1—5). [£A]
Slack [9] has shown (see, also [8]) that
Up(s) : fuls) = fn(0) —U(s) as n— o0 (1.2)

" a(0) = fu1(0)

for s € [0, 1], where the limit function U(s) is the GF of the invariant measure for the system
{Z,}, and it satisfies the Abel equation

U(f(s)) =U(s)+ 1. (1.3)

Moreover, in the case when [f,] attends SV-function L(x) at zero instead of £(x), Slack [9] found
that U(s) admits a local expression

U(s) ~ as sT1
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The mean value theorem implies that f,,11(0) — f,(0) ~ f(0) — fr—1(0) as n — oo and hence
altering Slack’s definition of U, (s) to

fn(s) — fn(0)
Un(s) i= —F——"=,
L( ) fnJrl(O)_fn(O)
we see that lim,_,. U,(s) = U(s). Then Slack’s [9] arguments, in contrast to the method

in [5], made it easy to prove the following statement, called the Basic Lemma of the theory of
critical GWB systems, which clearly shows an explicit asymptotic expression for the function

R, (s) :=1— fu(s).
Lemma 1 (Basic Lemma [6]). If the condition [fa] holds then

[Sul

Un
Ruls) = (fn v -2l (14
where the function N(x) is SV at infinity and
N(n)- LV (%) —1 as n — oo, (1.5)

and the function U, (s) has the following properties:
o Uy(s) = U(s) as n — oo so that the equation (1.3) holds;
o limg4 Uy (s) = vn for each fizred n € N;
o U,(0) =0 for each fized n € N.

First direct result of the statement of the Basic Lemma 1 is certainly an expression of survival
probability of the family of one individual in a form of

N(n)

Qn:=P{Z, >0} =R,(0) = o)

In our discussions an important role plays the following assertion, which we call the differential
analogue of the Basic Lemma 1.

Lemma 2 ([6]). Let the condition [fa] holds. Then the following relation is true:

Ri(6) = —n(o) ) (16)

where the function ¥, (s) has following properties:

o 1, (s) is continuous in s € [0,1), for alln € N and

Sy <1,

f(fuls))
o Y(s) :=lim,, oo Un(s) exists for s € [0,1) and

fl(s)<e(s) <1 and  (1—)=1.
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By definition £ (Az) /L£(x) — 1 as @ — oo for each A > 0. Then it is natural that

L (A\x)

ay(z) = 2

decreases to zero with a certain speed rate at infinity. With a known rate of decrease of ay(z),

the function £(*) is called SV at infinity with remainder; see [2, p. 185].
The following statement is also known, which is an improved analogue of the Basic Lemma 1.

Lemma 3 ([4]). Let the condition [fA] holds and ax(z) = o (L (z)/x"). Then
1 1 1+v
AR.(3) Al—s 7 'hl[A(l — s)yn+ 1] + pu(s), (1.7)

where py(s) = o(Inn) + 0,,(s) and, o, (s) is bounded uniformly for s € [0,1) and converges to
the limit o(s) as n — oo which is a bounded function for all s € [0,1).

The peculiarity of the Lemma 2 is that it perfectly generalizes an analogous statement estab-
lished in [7, Theorem 1], in which the offspring law variance was assumed to be finite and later
refined under a third finite moment assumption in [3, p. 20]. In both papers just mentioned,
v =1and A(y) =y, and thereat f”(1—)n/2 appeared instead of the first term vn and moreover,
the subsequent tail terms are found on the right-hand side of (1.7).

In accordance with our purpose, we now recall the following theorem, which shows the explicit-
integral form of the invariant measure GF U (s).

Theorem 1.1 ([6]). If condition [f,] holds and ax(z) = o (L (z)/z"), then
(1) the GF U(s) is
[ ¥(y)
U0 = [ T 49
where () is continuous in s € [0,1], and f'(s) < P(s) < 1;

(2) the derivative U'(s) has the following representation:

U'(s) = (1—5%8()1—3) (1.9)

where P(s) =1+ O(A(1—s)) as s T 1.

In the last statements inequality estimations for the functions 1, (s) and (s) were announced,
but explicit expressions were not obtained for them.

In this paper, in addition to the assumption [fa], we adopt the remainder term rate of the
SV-function L(x) to be

ax(z)=0 (EJE;C)
that is more exact decreasing speed rate condition, than it was assumed in contents of the
Lemma 3 and in the Theorem 1.1.

Our purpose is as follows. First, we improve the result of Theorem 1.1 by finding an explicit
expression for the function U(s) that is more exactly than in (1.8) and an explicit expression
for the “undesirable” function ¥(s) in the equality (1.9) depending on GF f(s) and f’(s). This
contributes to the refinement of the formula (1.6), pointing to the explicit form of the function
¥, (8). In this issue we propose another proof of the Lemma 2 that improves its content. Next,
using condition [R.], we find the main part term in the asymptotic expansion of the right-hand
side of (1.6) with an estimate for the remainder term. All these results facilitate to refine some
limit theorems.

The rest of this paper is organized as follows. Section 2. contains main results. Section 3.
provides the proof of main results.

> as T — 00, Rl
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2. Main results

In this section we present our main results. Let

V(s) = m and J(s):= 1= f1s) 1.

Theorem 2.1. If condition [fa] holds, then
(1) the GF U(s) has the following form:

U(s) = V(s) — V(0); (2.1)
(2) the derivative U'(s) has the following expression:
U'(s) = J(s) f(fl (2.2)

Remark 1. Undoubtedly, the function U(s), as the limit of the generating function, admits the

form of a power series expansion U(s) = 3 ujs?, where u; = Y wpPrj(1) and ;g ukpl = 1;
JjES keS

see [9, Lemma 4. Then relation (2.2) immediately implies that

J(O) _ 1—po —101'
vpo vpd

uy = U'(0) = (2.3)

Next, differentiating the Slack’s altered definition [Sy| we have
__R.(s)
QnA(Qn)

Thus, we can interpret the statement of the Lemma 2 in terms of the convergence U}, (s) — U’(s)
as n — 0o0. So we provide its refinement in the following theorem.

Theorem 2.2. If conditions [fx] and [R.] hold, then

U () = U'(s) (1 +0 (;)) S (2.4)

where U'(s) has the form of (2.2).

Un(s) =

The assertion of Theorem 2.2 provides the following important limit result. Let
1

Ny (n) = L7 (Qn

Theorem 2.3. If conditions [fa] and [R.z] hold, then the sequence {Py(n) = Py{l}(n)} is SV
at infinity such that

o (B () e o

where uy s given in (2.3). Moreover

) and P,Ej}(n) = (Vn)(H”)/”pj(n).

(Vn)l/”

Nu(”) LYY (Nu(n)

)—>1 as n — oo

and
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The statement of this theorem can be generalized for all j € S as follows.

Proposition. If conditions [fa] and [R.] hold, then

'Pij}(n)
N, (n)

1+v)%1 1
Un:—( +v) nn+0(nn) as n — oo.
n n

=u; - (140y),

where

202

We leave the proof of Proposition until our next works.

3. Proof of results

We will need the following auxiliary statement.
Lemma 4. Let condition [fa] holds.

1. Then
p(s) == ‘V—J(S)‘ —0 as sT1. (3.1)

2. If, in addition [R.] holds, then
p(s) =0 ((1- s)") as st1. (3.2)

Proof. From representation [fa] we have

L—f'(s) =A(1l—s)+ (1 —s)A(1—s). (3.3)
On the other hand, it was proved in the book [2, p. 401] that
yA'(y)
— v as 4 0.
Aw) !

Then it follows

1—f'(s) (1=98)A'(1—25s)
(s) A=) A=) — v as s7
which implies (3.1).
To prove the second part we first write

yA'(y)
vA(y)

with some continuous 6(y) being that é(y) — 0 as y L 0. And then we follow the corresponding
arguments in [6, p.126], relying, in contrast to them, on the condition [R.]. Then we obtain in
this issue that

=1+ 4d(y), (3.4)

5(y) =O(A(y)) as ylo.

Continuing discussions in accordance with [6, p.126], we see that Cr := L(co—) < oo and
[Re] <= L) =Cc+0(z7") as x — oo. (3.5)

Therefore it follows d(y) = O (y~") as y | 0. Then using this conclusion, combining relations
(3.3) and (3.4), we get to the estimation (3.2).
The lemma is proved. O

— 225 —
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Proof of Theorem 2.1. Put

Ma(s) =1 W. (3.6)

Using relations (1.2) and (1.4), in [6, p.131] proved that
nM,(s) — U(s) as n — 0.
Moreover, it was shown there [6, p.130] that

1
lim —
n—oo UN

1 1
M) A= s)] =L (8.7)

Combining (3.6) and (3.7), we obtain

U(s) = 1Lm nMy(s)
= limn|l- AL=s)  porn+1 =V(s) —V(0)
T onSoo po A(l-s)vn+1 B .

We accounted for A(1) = £(1) = po in the last step. The relation (2.1) is proved.
The proof content of second part is short due to (3.3). Write

_ A (1-5) _ 1—f’(s)—A(1—s).
vA2(1—ys) v(l—s)A%2(1—ys)

U'(s) =V'(s)

The right-hand side is easily transformed to the form of those part of (2.2).
The theorem is proved completely. O

Remark 2. Repeatedly use of Abel equation (1.3), with considering of relation (2.1), yields

1 1
- =vn.

A(Rn(s)) Al —s)

It more exact refines the well-known statement mentioned in (3.7), indicating the absence of the
limit operation as n — oo on the left-hand side. Then under the condition [fa] it follows that

Qn = N, (n) (1 1(1+0(1))) as n — oo,

(Vn)l/y - povn

where N, (n) = L7V (1/Q,).
Proof of Theorem 2.2. Repeatedly using (1.3) entails U (f,(s)) = U(s) + n and hence

Ul
U’ (fu(s))

Using relation (2.2) in last equality, in our notation we have

fu(s)

J(s)  Ru(s)A(Ru(s))

() = TT(Ra(s)) A=A —s)
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We recall now to relation (2.2) and the Lemma 4. Then
1
J(Rn(s)) = v+ O(RL(s)) =1/+(’)(n> as n — 0o

and

J(s)

S0 —sAi_s) U@k

Formulas (3.8) and (3.9) complete the proof of the theorem.

Proof of Theorem 2.3. First, in our assumptions, we rewrite (2.4) as follows:

R.(s) = —U'(5) Ru(s)A(Ru(s)) (1 +0 (1>> I

n

Then, since R}, (0) = —p;(n), letting s = 0 implies

p1(n) = U’ (0)Qn A (Qu) (1 e <i)> as oo

Using Lemma 3 we obtain

1 1 1 1
A(Qn):m<1— ;_VVT—FO(I::)) as n — o0

and

—1/v
0u= 0 (v )y

(vn)t/v 202

Further, combining (3.10)—(3.12) produces

pi(n) =u Ny (n) (1(1+V)2hm+o(hm)> as m— 0o,

! (vn)At+v)/v 2V n

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

where NV, (n) = L7/ (1/Q,) and u; is defined in (2.3). It is known that @, = N'(n)/(vn)'/”
which is a result of Lemma 1, where N (x) is SV at infinity with the asymptotic property (1.5).

In accordance with this property we write that

as mn — oQ.

1=N,(n)- LV (an) = N, (n)- LV <(Vn)1/"> _Nu(n)

N(n) N(n)

Then it follows
(l/n)l /v

N, (n)

Nt £

)—>1 as n — 0o.

But by virtue of (3.5)
Ny(n) =Cxn+ 0O (n7") as n — oo,

where Cyy = C’;l/y. Recalling now denotation P, (n) := (vn)**)/¥p,(n), we transform the

asymptotic relation (3.13) to the form of (2.5).
The proof is completed.

- 227 —
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HanbHeiinme 3aMedaHus O SBHOM BBbIPDaKEeHUN
nmpou3Bosieii pyHKITMM MHBAPUAHTHON Mepbl
KPUTUYECKUX BeTBANuxcsa cucremM laabroHa-Barcona

A3zam A.HmomoB
Kapmmackuit rocyqapcTBeHHBIN YHUBEPCUTET
Kapmm, Y3bekucran

CapsBap B. UckangapoB
YPpresuckuil rocyJapCTBEHHBIN YHUBEPCUTET
Yprenu, Y36eKucran

Awnnoranusi. PaccMoTpuM KpuTHYecKyo BETBSINyIOCs cucteMy [anbrona-Barcona ¢ 6eckonedHO muc-
repcueil 3aKOHa IIPEBPAIIEHHs OJHON JdacTullpl. IIpejiaraeM apryMeHTbl, ajbTepHATUBHBIE aPI'yMEHTaM
Curelika [9], KOTODBIi Halllesl JIOKAJIbHOE BbIDAyKEHNE B OKPECTHOCTH TOUKH 1 IIpom3BojsIuell GyHKIum
JUJIsI MHBADUAHTHBIX Mep BeTBsileiicst cucreMbl. Mbl ostygaem riiobasbHoe BeIpaxkeHue Jyisi Beex s € [0, 1)
9TOI MPOU3BOAAIIEN PYHKIMK. YCTAHABINBAEM YIIYUIIEHHBIA BAPUAHT JuddepeHnnaaIbHOro aHaIora 0c-
HOBHOM JIEMMBI TEOPUU KPUTHYECKUX BETBSIIUXCS CUCTEM. DTO yTBEDPXKIEHHME UIPAET KJIIIOUYEBYIO POJIb
B (POPMYIUPOBKE JIOKAJIBHON TPEIeTbHON TEOPEeMBI C SIBHBIMH UJIEHAMHU B ACHMIITOTHIECKOM pPa3jIozKe-
HUU JIOKAJIbHBIX BeposiTHOCTEH. Mbl TakxKke ompejiesisieM CKOPOCTh yObIBAHMS OCTATOYHOIO YJIeHA B 9TOM
PAa3JIO’KEHIH.

KuaroueBrbie ciioBa: BerBsrmmecs: cucreMmbl [asmbrona—Barcona, nmpousBopsimue (OyHKIANA, MeIIeHHOE
M3MeHeHNe, OCHOBHAs JIeMMa, IEePEeXOIHbIe BEPOATHOCTH, MHBAPUAHTHBLIE MEPbI, NIPEIE/JIbHbIE TEOPEMBI,
CKOPOCTB CXOIUMOCTH.
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